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Abstract

The Inverted Echo Sounder (IES) is an instrument that acoustically monitors the
depth of the main thermocline from a moored position one meter above the ocean floor.
Additionally, the IESs can be equipped to measure both pressure and temperature. The
standard steps for processing IES data are documented here. The effect and purpose of
each step are discussed followed by a description of how to apply the computer programs
that constitute the step. The FORTRAN and MATLAB codes are also supplied.
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1 Overview of IES Processing

The IES is an instrument that acoustically monitors the depth of the main thermocline from a
moored position one meter above the ocean floor (Chaplin and Watts 1984). [ESs are typically
configured to emit a set of twenty-four consecutive 10 KHz pings at 10 sec intervals every half hour.
The time required for each ping to reach the surface and return is recorded on a digital cassctte tape
within the instrument. If an 1ES also measures bottom pressure and temperature (2 PIES). these

quantities are also written to tape.

All processing steps have been done on MicroVAX Il and MicroVAX [1I computers. The data are
processed with a series of FORTRAN and MATLARB routines specifically developed for the [, The

steps are outlined below and schematically illustrated in Figure 2.Figures 1 and 3 illustrate the more
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Figure 1: An IES subrecord is plotted at several processing stages to illustrate some of the major
steps. The upper panel is the time series of the individual r’s in seconds. Storms often result in
periods of high scatter or a lack of returning echoes. The second plot shows the time series after a
single representative 7 is found for each burst of 7’s . The spikes are easily identified and removed,
and the tidal signal reduced (third plot). The final plot is the thermocline depth as represented by
T calibrated to Z;7 (in meters).

visibly noticeable steps for travel time (7 ) and pressure. With exception of SDR and BUNS, which

are VAX specific, all programs use standard code and could be run in other computing environments.
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Figure 2: [ES Data Processing Flowchart




Summary of Steps

RAW DATA CASSETTES : The cassette, which is recorded within the IES, contains the counts

associated with travel time, pressure. and temperature measurements as a series of integer
words of varying lengths.

SDR : This program controls the Sea Data Reader, which transfers the data from cassettes directly
to unformatted binary files on the MicroVAX.

BUNS : Here the series of integer words of varying lengths are converted to standard length 32-bit
integer words and are written to ASCII files.

PUNS : Integer listings and histograms of the travel times are generated to provide an initial
look at data quality and travel time distributions. The histogram is used to Jdetermine the
limits for maximum and minimum acceptable travel times for an initial windowing operation
in the following step. The listings are used to establish the first (after launch) and last (before
recovery) ‘on hottom'sampies essential for determining the time base.

MEMOD : At this stage, the time base is established and. after several windowing operations, a
single representative r is est'mated from the burst of 7's. Travel time., pressure and temperature
counts are converted to units of seconds, decibars, and °C respectively.

FILL : Proper incrementation of the time hase is enforced here. Missing samples are inserted using
interpolated values. For PIESs. the temperature and the pressure are each written to separate
files with the appropriate time bases.

DETIDE : From user-supplied tidal constituents (specific to each site), the tidal contribution to
the travel time is estimated and removed.

DESPIKE : It present. spikes are identified and replaced with interpolated values.

SEACOR : The effects on travel time from seasonal warming and cooling of the surface layers are
removed.

RESPO : The tides are removed from the pressure records using Response Analysis (Munk and
Cartwright, 1977).

DEDRIFT : If present, long-term drift in pressure is estimated and removed. Drifts are typically
associated with variation in the properties of the sensor crystal over long time-scales or slight
imperfection in the IES master clock.

LOW-PASS FILTERING : A 2nd-order 40-hr low-pass Butterworth filter is applied forward
and backwards. The smoothed series are subsampled at six hour intervals centered on 0000Z,
0600Z, 1200Z, and 1800Z (UT). During this step, travel time is calibrated to Z;».

Travel Time

Variations in the travel times have been shown to be proportional to variations in the thermocline
depth in the Gulf Stream region (Watts and Rossby, 1977). For practical purposes the main ther-
mocline depth can be represented by the depth of the 12°C isotherm (Z,;) as it is situated near
the highest temperature gradient of the main thermocline and correlates well with 7 (Rossby, 1969:
Watts and Johns, 1982).

In previons studies, Z,, was ohtained directly from the XBT cast. However. a new method has

been developed which takes advantage of the integrative nature of the travel time measurement




to give a more representative measure of the thermocline depth. The new measure. Z7,. is less
susceptible to small vertical-scale perturbations (i.e., internal waves) in the water column than the
single-point measurement, Zy. This method consists of calculating Q. the ‘heat content’ (f:,-,;n”:' Td:)
for each calibration XBT cast; then using Q to determine Z}, from an empirical curve relating 7,
and Q. The curve was established using over 5100 XBT casts in the Gulf Stream region (from
NODC archives).

At each IES site, XBTs are taken in order to determine the IES's calibration coefficient (B)
necessary to convert travel time into thermocline depth according to the relation: Z7, = Mr+B. The
proportionality constant (M) was determined from regressions of all calibration pairs (Z],. 7) from
1987 to 1990. The regressions showed that the constant value M=-19.800 m/sec was appropriate
for all the [ESs in the Gulif Stream region. (Hereafter Z;, is synonymous with Z},)

The low-pass filtered travel time records are scaled to the thermocline depths. Since 7 is resolved
to 0.1 msec, Z,2 is therefore resolved to £2 m. However, the accuracy of the offset parameter B is
estimated to be £19 m for most records (judged from the agreements between the calihration XBTs

taken at each site).

Temperature

The thermistor’s main purpose is to correct the pressure values for the temperature sensitivity of
tue wanaducer. Thie thermistor i~ 1oside the instrumeont, on the pressure transducer, rather than
in the water. However, it provides accurate bottom temperature measurements once the probe has
reached equilibrium with the surrounding water. {The measured bottom-temperature fluctnations
are effectively iow-pass filtered with a two-to-four hour e-folding equilibrium time). The first 21
half-hourly points are dropped prius to filtering, sinee the temp-ratyre takes twelve hours to reach
equilibrium withir 0.001°C. i ' accuracy of the temperature measurements is about 0.1°C, and the

resolution is 0.0002°C.

Bottom Pressure

Digiquartz pressure sensors manufactured by Paroscientific Incorporated are used to measure bottom
pressure. All pressure measurements are corrected for the temperature sensitivity of the transducer.
The measured bottom pressure is dominated by the tide; however, for some of the instruments,
the pressure also drifts, O{0.1 dbar yr~!), monotonically with time. Processing of the pressure
measurements includes removing the long-term drift and tides. Figure 3 illustrates the detiding and

filtering of a pressure subrecord.

Response Analysis (Munk and Cartwright, 1977) is used to determine the tidal pressure signal.
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Figure 3: The detiding and filtering of a pressure are illustrated above Pressure is offset by its
mean for the entire record of 4552 dbars.




The predicted tides are then removed from the pressure records.
The pressure records are dedrifted in the manner developed by Watts and Kontoyviannis (100
who have examined pressure sensor drift and performance. The rate of drift decavs with tiune and

15 best approximated by an »xponential function of the form!,
: -t
Drift = A + B.

A design matrix for the nonlinear least-squares fit would be composed of {¢72 0 1) The cnerde.
termuned set of equations is solved for coefficients 4 and B, These coetlicients are fonund b
to the minimization of the rms error of the fit as a function of the decay rate. A0 Mininnzanem -
accomphished using the method of parabolic extrapolation and golden sections { Press et al . Jtus~y
aptimally search for A with a minimum of function evaluations (fits). The first 12 hours of pressure
are tgnored since the crystal’s temperature equilibrates during that period. The drift curves are
nsnally found from two-hourly subsampled records for computational simplicity At a later stage.
comparison of geostrophic currents (calculated from adjacent dedrifted pressure sensors) and nearti
current meters will be used to verify the dedrift procedure’s success.

The half-hourly pressures are resolved to 0.001 dbar and the mean pressure is accurate to within

1.5 dbar.
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tigure 4: The residual pressure before and after the subtraction of the estimated drift (dashed).

! When justified, a linear term is included.




2 PROGRAM DESCRIPTIONS
2.1 SDR

SDR abbreviates Sea Data Reader. SDR is a program that instructs a Sea Data model-12A Reader
to read a four-track cassette tape from an IES and transeribe the phase-encoded data into a binary
data file (on the MicroVax machine). At the end of a read (signaled by entering "<ctr1> 2" from the
kevboard). SDR provides statistics of the read: the arcumulated number of good and bad recards,
the number of nccurrences of each of the different error conditions. and the distribution of the parnty
errors across the four tracks.

The output file is composed of unformatted blocks of 512 bytes organized into words (2 bytes)

Each word has the format displayed in iable 1.

Table 1: The SDR word format depends on the wype of word. Bit 15 indicates whether the word
1s a data or message word. Here ‘PE’ stands for parity error, “cpr’ stands for the number of 1-hit
characters per record, and low=0, hi=1.

bit description
data word message word
0 data line 0 PE track 1 low indicates a PE
1 data line 1 PE track 2 low indicates a PE
2 data line 2 PE track 3 low indicates a PE
3 data line 3 PE track 4 low indicates a PE
4 data line 4
3 data line 5 low signal hi if low signal occurred
6 data line 6 short record ht if short record occurred
7 data line 7 parity error ht if PE occurred
8 last character hi indicates last data word of record
9 file gap hi after 28 consecutive data-free words
10 word length (lsb) Isb of cpr
11 word length (msb) msb of cpr
12
13
14 overrun hi if scans were missed
15 word type hi if message word

To run SDR a user must have PENMAP and CMKRNL process privileges (on the VMS oper-
ating system). The DCL command “define SDR :==8$3dr.exe” allows SDR.FOR to be run with
qualifiers. These qualifiers can only be entered from the command line. In the following example,
the call “SDR /7" displays the possible qualifiers ‘note RWATTSY} is the system prompt):

RVATTS } sdr/?
SDR X1.056 SEADATA Tape Reader Data Dump Program
May 19 1988 18:28:28
usage: SDR (filename) (switches)
Switches:
/B -~ Buffer numbers displayed
/Cn - Character3 per record
/D - Debug mode




/8 - No statistics generated
/P - Prompt for device characteristics
Switches must be separated by spaces.

RWATTS }

If no qualifiers are used SDR will prompt for the number of four-bit characters per record (ex-
cluding preamble and longitudinal check characters, LCC). The number of characters per record is
the same as was wired on the control card in the IES’s recorder.

The cassette reader must be set properly for data to be read with a minimum of errors.

SWITCH SETTING
mode counter
density 800 bpi
control local
output computer
speed 7.5 1ps
data data

The MASTER GAIN should be set about 60 and the THRESHOLD to 20%. The TRACK GAIN
ADJUST knobs should point to about 2 o'clock. With the METER MONITOR switch set to VCO
the meter’s needle should point to 100%.

The amplifier gain must be checked for each of the four channels. In order to have a calibrated
flux detection threshold, the signal levels for each channel should be situated between 100% and
120% when a cassette is being read. The signal levels of the individual channels are checked by
switching the METER MONITOR switch from VCO to each of the four channel numbers. All
channels are adjusted simultaneously with the MASTER GAIN control, and individual channels
may be adjusted using the corresponding TRACK GAIN ADJ potentiometer for that channel.

Several readings should be made of a cassette’s contents and the one with the least errors selected
for further processing. Below an example of a read session is listed. The first command defines the
symbol SDR, which runs the program. The program prompts for the number of 4-bit characters per
record and a file prefix to be added to the extension ‘.sdr’ for naming the binary output file. When
the tape is not being read or when the final file gap is reached the message %SDR-I-NODATA, ¥o
data is being received from the reader is displayed. The entry <ctrl>Z closes the output file
and displays the statistics on the screen. Of the two readings below, the second has more “good”

records, fewer parity errors, and fewer overruns flags.

RWATTS } sdr :==$rvatts$dual:[cruise.sdr]adr.exe
RWATTS } sdr

SDR X1.06 SEADATA Tape Reader Data Dump Program
May 19 1988 18:28:28

1/C section mapped 75800 to 759FF.

Characters per record? 86

Data file name <.SDR>? sdr_test




Logging data to file RWATTS$DUAO: [CRUISE.SDRISDR_TEST.SDR;1

%SDR-I-NODATA, No data is being received from the reader.

%SDR-I-NODATA, No data is being received from the reader.

A

Data file RWATTS$DUAO: (CRUISE.SDRIJSDR_TEST.SDR;1 closed.

Records -

Good:

Messages: 15717
Parity Errors -

Track 1:
Track 2:
Track 3:
Track 4:

RWATTS }

3

4
3
2

RWATTS } sdr
SDR X1.05 SEADATA Tape Reader Data Dump Program
May 19 1988 18:28:28
I/0 section mapped 75800 to 759FF.
Characters per record? 86
Data file name <.SDR>? sdr_test_run2

16577 (99.1%)
File Gaps: 3

Bad: 135 (0.9%)

Overruns:

117

Total: 15712
Parity Errors: 4

Logging data to file RWATTS$DUAO: [CRUISE.SDR]SDR_TEST_RUN2.SDR;1

%SDR-I-NODATA, No data is being received from the reader.

“Z

Data file RWATTS$DUAO: [CRUISE.SDR]SDR_TEST_RUN2.SDR;1 closed.

Records -

Good:

Messages: 15716
Parity Errors -

Track 1:
Track 2:
Track 3:
Track 4:

3

3
3
1

155692 (99.2%)

File Gaps: 3

Bad: 120 (0.8%)

Ovel runs:

115

Total: 15712

Parity Errors: 3
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2.2 BUNS_AUGS89.FOR and BUNS_ENGIN_AUGS89.FOR

The purpose of this program is to create standard length words from a series of integer words of
varying lengths. The input is a string of several ‘N’ bit words, where N ranges between | and 31.
The output is a series of 32-bit computer words, which contain the "N’ bit string of each word in the
least significant position. Padding to the left with zeros is done wherever necessary. The length N
of each word to be ‘decoded’ is supplied by the user and is contained in a control file.

The input bit strings are read from a file created by SDR. Although the basic procedures used
in this program could decode any string of bits, there are a few statements which make it specific to
be run on a microVAX with a file created by SDR. The output is written, one sampling period at a
time, to a disk file. The user specifies the output format, either binary or 1319, in the control file.

The FORTRAN source code is listed in Section 3.1. The user supplied parameters are described

in detail below and two example control files follow.

CONTROL FILE

This file is composed of a series of parameter lines which are identical in format (A2.3X,1015). Each
line is composed of a character string, IDI, and an integer array, IVALS.

IDI, (IVALS(I),1=1,10)
where:

IDI - (CHARACTER™*2) IDI is a string that identifies the type of parameters which follow in the
array IVALS. IDI has possible values of ‘NW’ ‘WL’ ‘SV’ ‘US’, and ‘WF’, which stand for
‘number of words’, ‘word ler.gth’, ‘special value’, ‘unspan’, and ‘write format’.

IVALS(10) - (INTEGER*4) IVALS contains input parameters of type specified by IDI. The mean-
ing of each element of the array is explained below.

Parameters in the Control File
if IDI=*NW"

IDI = ‘NW’ this indicated that a ‘number of words’ array follows. This *NW ' group indicates the
number of integer words pertaining to one sampling period which are to be decoded.

IVALS(1) = NWDS Total number of non-negative, non-zero words listed on the ‘WL’ lines.

IVALS(2) = NSECT The number of cassette records needed to hold all the data from one sam-
pling period. This should be equal to the number of -1 values on the ‘WL’ lines.

If IDI = ‘WL’

IDI=*WL’ ‘WL’ denotes a ‘word length’ array, which gives the length in bits of each word to be
decoded into a 32-bit word. Typically, several ‘WL’ lines are required specify all the word
lengths.
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IVALS(1-10) = DECODE(1-10) Array of word lengths to be decoded. All zero values are ig-
nored. The end of the cassette record is flagged by -1.

If IDI = 'SV’

IDI = ‘SV* ‘SV" denotes a ‘special value’ array. This array signals that some of the words are
expected to have specific values.

IVALS(I) = TESTW The word number which is to be tested for a specific value.

IVALS(I41) = TESTYV The value that TESTW is expected to have. It is ignored if its value is
either negative or zero.

If IDI = ‘US’

IDI = ‘US" this is the ‘unspan’ array. This indicates that the bits associated with a single data
value actually span two cassette records and these need to bhe joined to form a single 32-bit
word.

IVALS(1) = ITHROT If it is less than or equal to zero, all words will be processed. If greater
than zero, the corresponding word will not to be converted to a 32-bit word and its value will
be lost.

IVALS(I), IVALS(I+41) ; where I > 1. This pair of words are to be unspanned. The bits stored
in [IVALS(I) are of higher order than those in IVALS(I+1). If the value of these are zero, they
are ignored.

If IDI = *‘WF’

IDI = ‘WF’ this is the ‘write format’ line. This is used to determine the format of the output
data file.

IVALS(1) = KWIFMT If = 0, output is binary. If = 1, output will have the format (1319).

EXAMPLE CONTROL FILES

Two examples of control files are listed in Table 2. The first one, MOD_92CPR.CTRL, is relatively
simple with one cassette record corresponding to one sample period. Thus there are no words
which need to be unspanned. It is used with IESs which have 92 4-bit data characters (368 bits)
recorded on each cassette record. In this example, the data included in the 368 bits are one 16-bit
sequence number word, twenty-four 13-bit travel time words, one 24-bit pressure word, and one
16-bit temperature word. The output data set will be written in binary format.

The second one, MOD_82CPR.CTRL, is more complex with the data from one sampling period
spanning three cassette records. The ‘SV’ card indicates that there are three words which are
expected to have specific values: Word 1 is expected to be zero. Words 24 and 48 are both expected
to contain the value 1. The ‘US’ card indicates that the very first word is not to be converted to a
32-bit word, and its contents will not be saved in the output data set. Additionally, the 11 bits of

word 23 and the 7 bits of word 25 are to be combined to form a single data word that will be 18 bits
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Table 2: Two examples of control files for BUNS_AUG89.FOR. See text for explanations.

MOD_92CPR.CTRL

NV 27T 01

WL 18 13 13 13 13 13 13 13 13 13
WL 13 13 13 13 13 13 13 13 13 13
WL 13 13 13 13 13 24 16 -1

sV 0

us 0

WF 0

MOD_82CPR.CTRL

NW 70 03

WL 1 16 i8 12 18 12 i8 12 18 12
WL 18 12 18 12 18 12 18 12 18 12
WL 18 12 11 -1 0 0 0 0 0 0
WL 1 7 12 18 12 18 12 18 12 18
WL 12 18 12 18 12 18 12 18 12 18
WL 12 18 12 g8 -1 0 0 0 0 0
WL i 10 12 18 12 18 12 18 12 i8
VL 12 18 12 18 12 18 12 18 12 18
WL 12 18 12 5 -1 0 0 0 0 0
sv 1 0 24 1 48 1 0 o] 0 0
Us 1 23 25 47 49 0 0 0 0 o]
WF b

long; the bits of word 23 will be in the most significant positions. This new 18-bit word will then
be packed into a standard 32-bit word. The same procedure will be repeated for the 8 bits of word
47 and the 10 bits of word 49. The output data set will be in (1319) format.
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2.3 PUNS_MAYS88.FOR

This program produces histograms and/or listings of the travel time (7} bursts within a specified
range of sampling periods. This program was developed to give the user a first look at the distribution
of the 7 counts, within a single sampling period or for several sampling periods, before any further
processing is done. Typically, the histograms are used to determine the acceptable range of *good’ r
counts to eliminate early and/or late echo returns from being used during the subsequent processing
steps. The listings are used to establish the time base by determining the actual ‘on bottom’sampling

periods,

PUNS is applied to the data set produced by BUNS. The user specifies the types of output
desired in a control file. As the BUNS data is read, each sampling period is counted consecutively.

These ‘record numbers’ are used for specifying the samples which are to be plotted or listed.

Three types of histograms can be produced: (1) Level-1 (L1 option) produces one histogram for
each sampling period within the range of record numbers specified by the user (START and END).
(2) Level-2 (L2 option) produces a histogram for a group of sampling periods (GRPSIZ). Several
records can be skipped (RATE) between subsequent groups to be plotted. These are repeated
until all records between START and END have either been processed or skipped. (3) Level-3
produces a histogram of all processed records between START and END. This histogram is produced
automatically every time the program is executed; that is, it is not a user-controlled option. To select
either a level-1 or level-2 histogram, the user specifies ‘L1’ or ‘L2’ in the name list group called
CARDS in the control file. The bin sizes of the histograms are determined within the program from
the range of T counts specified by the user. Maximum and minimum counts (UBNDA and LBNDA,
respectively) are supplied within the name list group CARDS6 of the control file. A wide range can
be selected to obtain a histogram of all r counts or narrow one can be chosen to enlarge a portion
of the count range. If the IES has two echo detectors, separate histograms are produced for the s
from each detector. The user must specify the range of 7 counts for both echo detectors for these

histograms.

The listings of the travel times are either of integer counts (‘IN’ option) or their decimal equiv-
alents (‘DE’ option). The user specifies either ‘IN' or ‘DE’ within CARDS of the control file to
select the desired output. The decimal equivalents are calculated by scaling the integer counts by
the factors SF1 and SF2 supplied by the user in CARDD5 of the control file. If there are additional
sensors, such as pressure, their values are given only as integer counts on both types of listings. The
listings give the consecutive record number, sequence number, and the data values for each sampling

period between START and END. A level-3 histogram will be produced for all records listed.

The FORTRAN source code is listed in Section 3.2. The user supplied name lists are listed in

detail below.
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Control File

The control file is made up of eight name list groups, names CARD1 - CARDS. These are all in

free format.
CARD1

HEADR - (CHARACTER*60) Alphanumeric array containing comment information. Usually
used to identify the instrument site and serial number.

CARD2

NTT - (INTEGER*4) Number of travel time echo detectors on the IES.

TTYPE(2) - (CHARACTER*3) Alphanumeric names used to designate the types of echo detec-
tors used.

CARD3

NWORDS - (INTEGER*4) Number of words associated with each sampling period.
LBURST - 'NTEGER*4) Number of 7’s measured during a single sampling period.

LBFST - (INTEGER*4) Word number associated with the first r of the burst. Typically, word 1
is the sequence number and the burst begins in word 2.

RDFMT - (INTEGER*4) Format of the input data. If 0, the data is binary. If 1, the data is in
(1319) format.

CARD4

NSEN - (INTEGER?*4) Number of sensors in addition to the r echo detectors.

SENSOR(3) - (CHARACTER?*?2) Alphanumeric name for the type of sensor. ‘PR’ is for pressure,
‘TP’ for temperature, and ‘AM’ for ambient noise.

SWDNO(3) - (INTEGER*4) Word number associated with the sensor.

CARDS

SF1 - (REAL*4) Scaling factor for the first = echo detector used to convert r from integer counts
to time in decimal seconds.

SF2 - (REAL*4) Same as above, except for the second 7 echo detector. If there is only one r
detector, this variable is ignored.




CARDG6

LBNDA - (INTEGER*4) Lower limit of the histcgram of counts for the first 7 echo detector.

UBNDA - (INTEGER*4) Upper limit of the histogram of counts for the first 7 echo detector.

LBNDB - (INIEGLR*4) Same as LBNDA, except for the second echo detector. This variable and
UBNDB are ignored if there is only one 7 detector.

UBNDB - (INTEGER*4) Same as UBNDA, except for the second echo detector.

CARD7T

START - (INTEGER*4) Record number associated with the first sampling period to process.
Counted sequentially from the beginning of the input data set.

END - (INTEGER*4) Record number associated with the last sample to nrocece

RATE - (INTEGER*4) Number of records to skip between the groups being processed. If RATE
> 0, level-2 plots are generated.

GRPSIZ - (INTEGER*4) Number of records to be included in one histogram. It should always
be greater than or equal to one.

SEQINC - (INTEGER*4) Expected increment of the sequence number between sampling periods.
In the IES, this increase by 1 every 15 minutes. Thus for a 30 minute sampling period, SEQINC
= 2.

CARDS

OPTN(4) - (CHARACTER?*2) Alphanumeric codes indicating the type of output desired. If no
options are selected, only a level-3 histogram will be produced. Available options are:

‘IN’ - integer listing of the 7 counts
‘DE’ - decimal listing of the T's in seconds
‘L1’ - histogram for each sampling period

‘L2’ - histogram of groups of sampling periods
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2.4 MEMOD_JUL89.FOR

The main objectives of MEMOD are to to establish the time base and convert the travel time counts
to seconds. If the instrument is a PIES, MEMOD will also calibrate pressure and temperature.
The inputs are the BUNS dataset and a control file. On output, a data file is created containing
the calibrated measurements with their corresponding sample times. A listing file is also created: it
contains statistical information pertaining to the travel time calculation.

The FORTRAN source code is given in Section 3.4. The user supplied control file is described

below.

2.4.1 PROCESSING OF TRAVEL TIME

A single value is determined that suitably represents the burst of ‘M’ travel time measurements
(typically M=24). First, the ‘M’ pings are windowed to remove unreliable r's. Then the subroutine
TTMODE calculates the modal r based on the assumption that the 7’s are members of a Rayliegh-
distributed statistical population. Alternatively, the user may specify that the median r of the burst
be selected using the subroutine TTMEDN.

MEMOD is equipped to deal with IESs with one or two echo detectors. The measurements from
one or both of the detectors may be processed in a single execution of MEMOD. The user specifies
which method (median or mode) is to be used and with which detector (TT1 and/or TT2) within
the control file.

To indicate to MEMOD that the travel time counter overranged, the window limits (in the
control file) are set such that the value of the lower limit exceeds the upper limit. In that case, the
upper limit and the measured r's are recalculated by MEMOD by adding the appropriate power of
two number of counts prior to windowing the r’s .

The user specifies upper and lower window limits in CARD?7 of the control file. If all the 's in
the burst are outside the specified range (either all greater than the upper limit, or all less than the
lower limit), the ‘selected’ r is set equal to the limit exceeded. If the quartile range of the burst

is too large, the 25th percentile r (based on empirical evidence) is used instead of the median or
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modal 7 . The range, 7 , and number of r’s from the burst actually used in the selection process
are written to the listing file.

Another windowing operation called ‘Bin® windowing is applied within MEMOD_JULR9 at the
start of the subroutine TTMODE. (The code can be modified to have bin windowing within the
main code rather than in the subroutine.) The basic idea of bin windowing is that the direct surface
reflections will be most probable, and that there is a time period within which all the true echos
would be expected to occur. This method divides the 13-bit range of 8192 counts into 64 equal
intervals (128 counts). The bin containing the most occurrences is likely to contain the single most-
representative travel time of the burst. The bin window consists of this most abundant bin and its
two closest neighbors and has a range of 3-128 = 384 counts. Since bursts measured by a “healthy”
[ES typically have ranges less than 200 counts, the desired signal will be contained within this bin

window.

2.4.2 PROCESSING OF ADDITIONAL SENSORS

The subroutine TEMPRS within MEMOD converts temperature anc pressure counts to physical
units. This version of MEMOD does not process ambient noise measurements, which is another
optional configuration for the IES.

Temperature counts are converted into °C by a linear expression. Two calibration methods are
possible. One method uses an ‘ideal’ equation; the other, an empirical ‘lab’ equation. The choice
of method i1s made in CARD14. With the present 1ESs, only the laboratory calibration should be
used (specified with LAB=1 in CARDI14). For this equation, the user supplies two calibration pairs
(temperature and counts) in the namelist (NML) group CARD14.

The bottom pressure is a function of both the pressure counts and the temperature. The cali-
bration equations used are specific to the Paroscientific Inc. sensors used. The calibration have two

possible forms:

P =C 1-<TTB)2_D(1-(%>2)2 (1)
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T T\’
P = Al1-2)-B(1-2
o (-7)-2(-7) <

The coefficients A, B, C, and the parameter Ty are polynomial functions of temperature: D is a

[V
~—

constant coefficient; and T is the measured period of the transducer (the counting period divided
by the pressure counts). The user specifies which of the equations is to be used in CARDIOQ of the
control file. Whenever possible, it is preferable to use Equation 1 instead of Equation 2.

The period, T, is determined from the pressure counts and the sampling interval. The user
specifies, on CARDI10 of the control file, whether or not the pressure counter has cverranged at
depth. If overranging has occurred, 22* is added to the pressure counts prior to calculating the
period. The user specifies the sampling interval length (in seconds) in CARD14 of the control file. If
pressure has been electronically prescaled within ihe IES prior to recording. this sampling interval
must be adjusted accordingly. Currently, the frequency output of the pressure sensor is divided by
four before being counted, thus sampling interval specified should be divided by four.

The temperature-dependent coefficients (A, B, C, Tg) need to be recalculated for each sampling
period. These coeflicients have quadratic form (Ty may occasionally be cubic), and they are unique

for each transducer. Calibration coefficients are read from CARDI11, CARDI12 and CARD13.

2.4.3 TIME BASE

The exact day and time of a specific first ping of a burst serves as a reference from which all other
sample times are determined. This time is specified in NML group CARD9. Typically the time of
the first ping of the ‘last-good-on-bottom’ burst is used.

MEMOD introduces a small offset to the reference time specified in CARD9Y, so that it corre-
sponds to the middle of the burst, rather than the first ping of the burst. (For a travel time burst
consisting of 24 pings at 10 sec intervals, the time base is offset 115 sec.)

MEMOD and all further processing report time in units of yearhours; there are 8760 hours in
a non-leap year. Zero yearhour corresponds to January 1 at 0000 UT. Thus positive yearhours
correspond to sampling periods after January 1; negative yearhours refer to the previous calendar

year.




19

2.4.4 OUTPUT DATA SET

On output, a data file and a listing file are created for each echo detector. The output data files
consist of five variables written in 5E15.7 format. In order, these are travel time. pressure, tempet-
ature, ambient noise, and time (in units of seconds, decibars, °C | decibels, and yearhours). For
IESs without the additional sensors, these variables contain only values of -99.00. The ambient noise

column will always contain -99.00, since no processing is done on this variable.

CONTROL FILE

The control file contains 3 NML groups, CARDI-CARDS. plus four additional groups for PIESs
{CARDI10-CARDI14). All namelists are in free format.

CARD1

HEADR - (CHARACTER™*60) string containing comment information. Usually used to identify
the instrument site and serial number.

CARD2
NTT - (INTEGER*4) Number of echo detectors on the IES.
TTYPE(2) - (CHARACTER?®3J) strings used to designate the types of echo detectors used.

CARD3
NWORDS - (INTEGER*4) Number of words associated with each sampling period.
LBURST - (INTEGER*4) Number of r's mcasured during a single sampling period.

LBFST - (INTEGER*4) Word number associated with the first 7 of the burst. Typically, word 1
is the sequence number and the burst begins in word 2.

RDFMT - (INTEGER*4) Format of the input data. If 0, the data is binary. If 1, the data is in
(1319) format.

CARD4

NSEN - (INTEGER*4) Number of sensors in addition to the 7 echo detectors. If 0, CARDI10-
CARD14 are not read by MEMOD.

SENSOR(3) - (CHARACTER?*2) Character string name for the type of sensor. ‘PR’ is for pres-
sure, ‘TP’ for temperature, and ‘AM’ for ambient noise.

SWDNO(3) - (INTEGER?*4) Array containing the word number associated with the sensor type.
SWDNO(i) indicates the word position of SENSOR(i).

CARDS5

SF1 - (REAL*4) Scaling factor for the first echo detector used to convert r from integer counts to
time in seconds.
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SF2 - (REAL*4) Same as above, except for the second echo detector. If NSEN = 1. this vanable
18 not used.

AMSF - (REAL*4) Scaling factor used to convert the ambient noise counts to decibels. Currently,
this variable is not used.

CARDG6

NFIRST - (INTEGER*4) Record number of the first sampling period to process. This is usually
the first record containing ‘on bottom’ measurements.

NFSEQ - (INTEGER*4) Sequence number associated with the NFIRST record.

NLAST - (INTEGER*4) Record number of the last sampling period to process. This is usnally
the last record containing ‘on bottom’ measurements.

NLSEG - (INTEGER*4) Sequence number associated with the NLAST record.

SEQINC - (INTEGER*4) Fxpected increment of the sequence number between sampling peri-
ods. In the [ES. this increase by 1 every 15 minutes. Thus for a 30 nunute sampling period.

SEQINC = 2.

CARD7?T

LBND! - (INTEGER*1) The lower bound on the r counts for the first echo detector. Counts lower
than LBNDI are excluded fron: further processing.

UBND1 - (INTEGER*4) The upper bound on the 7 counts for the first echo detector. Counts
greater than UBND1 are excluded from further processing.

LBND2 - (INTEGER*4) Same as LBND1. except for the second detector. Not used if NTT=1.
UBND2 - (INTEGER*4) Same as UBNDI1. except for the second detector. Not used if NTT=1.
DGRPHR - (REAL*R) Number of sampling periods per hour.

CARDS

IOPT(6) - (CHARACTER*4) string indicating the type of processing to be done. Available options
are:
*‘TT1’ - r counts of the first echo detector are to be processed.
‘MED1" - Subroutine TTMEDN is to be used to calculate the median of TT1 counts.
‘MODL1’ - Subroutine TTMODE is to be used to calculate the modal value of the TT1 counts.
*‘TT2 - Same as TT1, except for the second detector.
‘MEDZ2’ - Same as MEDI, except for TT2.
‘MOD2" - Same as MODI, except for TT2.

CARD9
The first six of these variables specify the year, month. day, hour. minutes. and seconds to bhe
associated with the sampling period whose sequence number is contained in. [SEQO. They are all
supplied as two-digit numbers. The program assumes that it is the 20th century.

TYR - (INTEGER®4) year




MNTH - (INTEGER*4) month
IDAY - (INTEGER*4) day
THOUR - (INTEGER?®*4) hour
MINUT - (INTEGER?®*4) minutes
ISEC - (INTEGER*4) seconds

ISEQO - (INTEGER*4)

Sequence number of the sampling period which corresponds to the

day and time specified by the preceeding six variables. This is used
to establish the time base.

CARDI10

EQN - (CHARACTER*2) The equation to be used to calculate the pressure in dbar from the
number of counts. The options are ‘AB’ or ‘CD’ corresponding to Equations 2 and 1.

OVERNG - (CHARACTER?*2) Code to determine whether the pressure counts have overranged.
Available codes are *“YE' - that overranging has occurred, and *NO" - that it has not occurred.

CARD11

AC1 - (REAL*R) The constant in quadratic equation used to calculate the temperature-dependent
calibration coefficient A (if EQN = "AB") or C (if EQN = ‘CD").

AC2 - (REAL*8) Same as AC1, except it is the first order coefficient.
AC3 - (REAL*R) Same as AC1, except it is the second order coefficient.

CARD12

BD1 - (REAL*8) The constant used to calculate the temperature-dependent calibration coefficient
B (if EQN = ‘AB") or D (if EQN = ‘CD").

BD2 - (REAL*8) Same as BD1, except it is the first order coefficient.

BD3 - (REAL*8) Same as BD1, except it is the second order coefficient. If BD2 = BD3. then D
will be a constant equal to BD1.

CARD13

T1 - (REAL*8) The constant used to calculate the temperature-dependent calibration coefficient
Ts.

T2 - (REAL*8) Same as T1 except it is the first order coefficient.
T3 - (REAL*8) Same as T, except it is the second order coefficient.

T4 - (REAL*8R) The third order coefficient, which is not used if BD2 = BD3.

CARDI14

LAB - (INTEGER*4) If LAB = 1, laboratory calibrations will be used to convert temperature
counts to degrees centigrade. If LAB = 0, an idealized formula will be used. Only LAB=1
should be used.
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TSEC - (REAL*4) Counting period in seconds for pressure. Typically, this is 1800 sec, however, if
a SD PIES is in power-save mode the time would be shorter. If pressure has been electronically
prescaled within the IES, this sampling interval must be adjusted accordingly.

TREF1 - (REAL*4) First reference temperature of the laboratory calibrations.
TREF2 - (REAL*4) Second reference temperature of the laboratory calibrations.
CTREF1 - (INTEGER*4) Counts corresponding to TREF1.

CTREF2 - (INTEGER?*4) Counts corresponding to TREF2.

EXAMPLE CONTROL FILES

Two examples of control files are listed in Table 3. In the first example, the IES has a single echo
detector and pressure and temperature sensors. The input BUNS data are in binary format. The
7 burst consists of 24 measurements, which are contained in words 2-25 of the data record. The
pressure and temperature measurements are in word positions 26 and 27, respectively. The sequence
number. held in word 1, will increment by 2. There will be two sampling periods in one hour, thus
the sampling interval will be 37 minutes. Only the records from 58 to 17627 (with corresponding
sequence numbers of 53 to 35191) will be processed. The time base is established by assigning the

record with sequence number 35191 to the time of 00:59:27 UT on 17 January, 1985.

For each sample burst, the representative 7 will be determined as the median value from the
subset of all measurements with counts between 7280 and 7700. This median  will be divided by
20480 Hz to convert it to seconds. The temperature counts are converted to °C using laboratory
calibrations, where a temperature of 1°C corresponded to counts of 4354; and a temperature of 10°C
, to 46260 counts. The pressure counts did not overrange, and the period of the oscillator will be
determined by dividing the counts into 450.0 s (30 minute sampling interval divided by a prescaler
of 4). Equation 2 will be used to determine the pressure (in psi, and this is scaled to decibars).
CARDS11, 12, and 13 contain the coefficients A, B, and T,.

In the second example, he IES has two echo detectors (types TTA and TTB) and no other
sensors. The format of the BUNS data is 1319. Each sample burst consists of 32 pings; since both
detectors receive the return echoes, there are 64 v measurements for each sampling period. These
measurements are stored in words 2-65 of the data record. For the first echo detector, the 7's within
the limits 99650 and 100325 will be used to determine a single 7 by the mode method. The 7's
from the second detector that pass through the 1545-1840 window will be used calculate the r by
the median method. In both cases, the calculated 7 is scaled by 20480.0 Hz. The time base is
established by assigning the sampling period with sequence number 707 to 11:45:00 UT on 16 July
1982. There are four sampling periods per hour, thus the sampling interval is 15 minutes and the
sequence number will increment by 1. Since there are no additional sensors, CARDS10-CARDI14

are not required.
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Table 3: Two examples of control files for MEMOD_JUL89.FOR. See text for explanation.
Control File 1

$CARD1
HEADR=’Example 1: IES with pressure and temperature’
$EXND
$CARD2 NTT=1, TTYPE='TTB’, ' ! $END
$CARD3 NWORDS=27, LBURST=24, LBFST=2, RDFMT=0 $END
$CARD4 NSEN=2, SENSOR="PR’, ’TP’,’ ', SWDNO=26, 27,0 $SEND
$CARDS SF1=20480.0, SF2=0.0, AMSF=0.0 $END
$CARD8 NFIRST=58, NFSEQ=53, NLAST=17627, WLSEQ=35191, SEQINC=2 $END
$CARD7 LBND1=7280, UBND1=7700, LBND2=0, UBND=20, DGRPHR=2.00D+00 $END
$CARD8 IOPT=’ TT1’, ’MED1’,2#’ ' $END
$CARD9 IYR=85, MNTH=01, IDAY=17, IHOUR=00, IMIN=59, ISEC=27, ISEQ0=35191 $END
$CARD10 EQN=’AB’, OVERNG='NO’ $END
$CARD11 AC1=5.18004E+04, AC2=-9.T0308E-01, AC3=1.71739E-03
$CARD12 BD1=3.17505E-05, BD2=-7.80773E-01, BD3=1.04970E-02
$CARD13 T1=2.597996E-05, T2=-1.99543E-11, T3=1.70393E-13,T4=0 $END
$CARD14 LAB=1, TSEC=450.0, TREF1=1.0, TREF2=10.0, CREF1=4554, CREF2=46260 $END

Control File 2

$CARD1
HEADR=’Example 2: IES with two travel time echo detectors’
$END
$CARD2 NTT=2, TTYPE=' TTA’, ' TTB’ $END
$CARD3 NWORDS=65, LBURST=32, LBSFT=2, RDFMT=1 $END
$CARD4 NSEN=0, SENSOR=3#’ ’, 6 NWORD=3+0 $END
$CARDS SF1=20480.0, SF2=20480.0, AMSF=0.0 $END
$CARD6 NFIRST=78, WFSEQ=75, NLAST=710, NLSEQ=707, SEQINC=1 $END
$CARD7 LBND1=99650, UBND1=100325, LBND2=1545, UBND2=1840, DGRPHR=4.00D+00 $END
$CARD8 TIOPT=’ TT1’, ’MOD1’, ’ TT2’, ’MED1’ $END
$CARDS 1YR=82, IMNTE=07, IDAY=16, IHOUR=11, IMIN=45, ISEC=00, ISEQO=707 $END
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2.5 FILL_JAN91.FOR

FILL checks the data set for proper incrementing of the time base and corrects the errors encountered.
Two types of time base errors can occur: 1) a complete record from a sampling period can be missing
or 2) the time associated with a sampling period can be incorrect.

FILL steps through the MEMOD output, checking that the time increment between successive
samples equals the expected value of DELTAT, specified by the user in the control file. If errors are
found, the ‘out-of-sequence’ records are saved in arrays. When proper incrementing resumes, FILL
checks the records stored in the arrays for the two types of errors listed above. If a record has an
incorrect time associated with the measurements, only the time is corrected and the data values are
not adjusted. However if a complete sampling period is missing. the gap is filled with data values
which have been interpolated between neighboring good records, and the correct time is associated
with these values. All records which require a correction are counted (or ‘flagged’).

When the two types of errors are intermingled, that is samples are missing within a period which
has incorrect times, then missing samples are inserted before the group of samples with incorrect
times. If isolated good records are interspersed in such a section, missing records will be added so
as to preserve the good records’ true positions.

The output consists of both a log file and a corrected data file. If the instrument is a PIES, two
additional data files are created: one for pressure and one for temperature. The individual data files
will contain the proper time base associated with that particular sensor type and PIES model (URI
or Sea Data). The log file lists the records which were out-of-sequence and how many additional
records were needed to fill any gaps. The total number of flzzged records are also reported. The
output data files contain two variables in 2E15.7 format with time in the second column.

The FORTRAN source code is listed in Section 3.3. The user supplied control parameters are

given below.

CONTROL FILE

The control file i1s composed of three NML groups, CARD1-CARD3. These are in free format.
CARD1

HEADR. - (CHARACTER?®60) A string containing comment information. Usually used to identify
the instrument site and serial number.

CARD2

NSTART - (INTEGER*4) Sequential number of first record to start checking the times. All records
prior to this one are assumed to be in correct order and are written to the output data set
without being checked.

NSTOP - (INTEGER*4) Sequential number of last record to check for incorrect timing. All
subsequent records are written to the output data set without being checked.




